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Abstract — The paper presents a method for generating filter transfer functions optimized in respect to a wide range of behavioral and implementation criteria. The optimization engine is the SQP algorithm, with the main parameters provided by a genetic algorithm tailored to this application. 
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I. Introduction 
Continuous time filters are widely used functional blocks, from simple anti-aliasing filters preceding ADCs to high-spec channel-select filters in integrated RF transceivers. Filter design is challenging, even more so when the system has to meet a wide set of constrains. Numerous CAD tools for filter design are available [1] but most of them are based on the classical transfer functions such as Butterworth, Chebyshev and Cauer, which impose (and meet) only requirements related to the magnitude or phase responses. 

This paper proposes a new method for deriving filter transfer functions which takes into consideration not only the gain and phase requirements but also the peak overshoot, the rise and settling times and even the values of the quality factor of the biquads  in a cascade implementation of the filter.
Section II provides a general mathematical description of the filter. The optimization method, including the genetic algorithm developed for it is described in Section III.  The following Section presents a design example, from deriving the transfer function to simulation results on its implementation. 
II. Mathematical description of a time-continuous filter
A general continuous-time filter [2], [3] is defined by its transfer function with n complex conjugate pole pairs:
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and r complex conjugate zero pairs:
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where r ( n. The transfer function has the expression:


[image: image3.wmf]22

11

22

11

()()()

()

()()()

nr

kkllll

kl

rn

llkkkk

lk

abscjdscjd

Hs

cdsajbsajb

==

==

+---+

=

+---+

ÕÕ

ÕÕ

.    (1)

Next, the filters behavioral properties – the magnitude, phase and step responses – are expressed in symbolic form.
I. Multicriteria optimization
An ideal normalized filter has unitary magnitude in the pass-band, zero magnitude in the stop-band, a zero transition band, a linear phase and fast step-response with low overshoot. A real analog filter approximates (some of) the above-mentioned behavioral properties with inevitable errors. When designing analog filters, several behavioral properties (e.g. magnitude response, phase response, peak overshoot) and circuit properties (e.g. value of quality factors, tunability) are also important.
As no classical approximation can cope with both magnitude and phase requirements, let alone additional constrains, one needs to derive a multicriteria transfer function in order to meet the requirements mentioned above. The first steps towards such a transfer function were obtained in the framework presented in [2], [3] and the solution was offered by a SQP optimization procedure. The objective function for multicriteria approximation was:
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where 
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is the weight on magnitude response in passband, 
[image: image6.wmf]tb

W

 the weight on magnitude response in transition band, 
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 the weight on magnitude response in stopband, 
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 the weight on deviation from linear phase, 
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 the weight on quality factor cost, 
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 the weight on percent overshoot cost. The graphical response areas
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 measure the deviation from ideal magnitude response for a lowpass filter in the pass, transition and stop-band:
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where d represents the number of decades for which 
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Similarly, one can derive the symbolic forms of the deviation from the ideal quality factor,
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and peak overshot in the step response,
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A user-selected classical approximation is used as the initial guess in the multicriteria optimization. The input data is a set of parameters derived from the filter specifications by using a correction factor for extra margin. Input data are: da – passband ripple, a – stopband attenuation, Wp – passband corner frequency and Ws – stopband corner frequency. The parameters of the user-selected classical approximation are computed automatically. The optimization algorithm is performed on a normalized low-pass filter with the SQP (Sequential Quadratic Programming) algorithm. The objective function and its gradient are computed in symbolic form using Mathematica and then translated into working Matlab programs. The free parameters are the position of the poles and zeros which define the transfer function.
The goal of the optimization procedure is to minimize the entire objective function without controlling individual deviations. The procedure is largely influenced by the value of the weights and there are no hard rules for choosing them – a potential gap in the optimization flow. This problem was solved by devising a  genetic algorithm able to provide the values of these weights [4]. The flowchart of the proposed method is presented in Figure 1. 
In order to control the filter specifications the following restrictions were set for the genetic algorithm:
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where 
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 is the passband attenuation, 
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 the stopband attenuation, 
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 the passband frequency, 
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 the stopband frequency, 
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 the passband group delay deviation. 
The goal is to obtain the best response which meets these restrictions. The parameters 
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 are numerically estimated from the frequency response; the weights necessary for the multicriteria optimization are derived by processing the fitness function.

An individ of the population (a chromosome variable) is formed by the multicriteria weights described in equation (2) and the classical approximation passband attenuation and frequency coefficients. Its fitness function depends on: Da – the passband attenuation error, A – the stopband attenuation error, Wp – the passband frequency error, Ws – the stopband frequency error, Dt – the passband group delay deviation error. 
The input data for the genetic algorithm procedure are: population size, number of generations and selection rate. In every generation the mean cost or population average are computed. The algorithm is written in C++, using database and SQL.

III. A Design Example

To illustrate the method presented here let us design a filter to the following specifications: Da – passband attenuation = 1dB ± 80%, A – stopband attenuation = 60dB ± 10%, Wp – passband frequency =  2500Hz ± 5%, Ws – stopband frequency  = 7000Hz ± 15%, Dt – passband group delay deviation =  200 μs ± 30%. For the genetic algorithm the following restrictions were set: population = 150, maximum number of generations = 150 and selection rate = 50%. 

Table 1 summarizes the main parameters of the solution provided by the  continuous genetic algorithm combined with the multicriteria optimization.
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Figure 2 shows the magnitude responses of the initial (classical approximation) and the optimised filters.
TABLE I

	Parameter
	Classical approximation
	Multicriteria approximation

	Maximum Gain in PassBand
	0 dB
	0 dB

	Minimum Gain in PassBand
	-1.140 dB
	-1.296 dB

	Ripple in PassBand
	1.140 dB
	1.297 dB

	Cut-off frequency
	2762.765 Hz
	2379.552 Hz

	StopBand Frequency
	6609.287 Hz
	6598.137 Hz

	TransitionBand Slope
	-142.46 dB/Dec
	-117.48 dB/Dec

	Group Delay in Passband Max
	537.141 us
	380.876 us

	Group Delay in Passband Min
	149.648 us
	177.489 us

	Group Delay Deviation in Passband
	387.493 us
	203.387 us

	Group Delay Error in Passband 
	258.936 %
	114.591 %
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Fig. 2 Magnitude response of initial (blue curve) and the multicriteria optimized filter (red curve)
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Fig. 1.  The flowchart of the proposed method
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